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Abstract 

A growing number of people are being diagnosed with diseases that are progressing to chronic stages because they 

are either too busy to adhere to healthy eating habits, exercise consistently enough, or pay enough attention to their 

illnesses while they are sick. We thus suggest a system that analyzes and monitors health metrics and the values 

from patients' most recent reports relating to the condition in order to suggest better eating and exercise regimens to 

patients suffering from different ailments. Patients with diabetes, hypertension, or thyroid issues were taken into 

consideration. Based on patients' most recent lab results and other health information, our system may help 

physicians make dietary and activity recommendations. We have divided our system into two main sections for this 

purpose: First, keeping tabs on your health; second, suggesting healthy eating and exercise habits. Until the reports 

return to normal, the system will recommend follow-up sessions in the Health Monitoring module. Decision trees 

are used as categorization algorithms in the Diet and Exercise Recommendation module. In particular, dietary and 

exercise suggestions are made using C4.5. With the use of our specialized datasets, a C4.5 decision tree will aid in 

making recommendations and deciding whether or not to provide a certain food item and exercise to a certain 

person. 

 

Keywords 

Machine learning, C4.5, health monitoring, dietary and exercise recommendation 

 

I. INTRODUCTION 

A person's health is also crucial to their survival. 

Health and fitness are taking a back seat as a result of 

people's hectic schedules and heavy workloads. The 

biggest issue facing today's youth is their lack of 

physical exercise. The key to staying fit is sticking to 

a regular exercise and eating regimen. Therefore, 

maintaining and improving one's health requires a 

certain level of nourishment. Users' dietary and 

exercise habits fluctuate across demographics such as 

age, gender, height, weight, and degree of physical 

activity. Physical activity and healthy eating go hand 

in hand. Keeping calorie consumption in check is 

essential for sugar maintenance. Therefore, the 

suggested method would enable physicians to 

prescribe medicine and dietary supplements to 

patients with diabetes, hypertension, or thyroid issues 

with the simple click of a mouse at each follow-up 

appointment. Our concept for a health monitoring 
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system that includes dietary and exercise 

recommendations is detailed in this article. Diabetes, 

hypertension, and thyroid disorders are the only ones 

we focus on in this approach. Proper health 

monitoring and treatment are necessary due to the 

widespread prevalence of these illnesses among 

individuals. Based on the user's needs and limitations, 

the recommendation system will provide them 

information. Two separate components make up our 

system. Medical Tracking Device No. 1 Second, 

suggestions for food and physical activity. The C4.5 

classifier is used by the Diet and Exercise 

Recommendation module. When compared to a 

standard decision tree classifier, it performs better 

because to its enhanced capabilities, such as pre 

pruning, managing continuous attributes and missing 

data, and rule induction. The recommendation 

system's optimum algorithm is found via several 

comparisons. ID3 and C4.5 both work well in terms 

of algorithmic qualities, and C4.5 meets all the 

optimal criteria in terms of the following 

characteristics. In TABLE I, we can see that ID3 and 

C4.5 vary in terms of the kind of data handled, speed, 

splitting criteria, correctness, and whether or not 

pruning occurs. 

 

 

 

 

 

 

TABLE I DIFFERENCE BETWEEN ID3 AND 

C4.5 

 

II. LITERATURE REVIEW 

A. In regards to the Fitness Tracking System Using 

an ontology framework for dietary and physical 

activity recommendation, a health care 

recommendation system was constructed in [1]. The 

data-set was queried for user information using a 

decision tree method. With a score and accuracy of 

60 to 70% for health monitoring that examined the 

electrocardiograms (ECGs) of patients with the 

LQTS genetic disorder and identified patients at high 

risk of cardiac events, Random forest outperformed 

the other three algorithms (k-nearest neighbors, 

Support vector machine, and AdaBoost) in the study 

[2]. The logistic algorithm outperformed the other 

two algorithms—random forest and gradient 

boosting—in terms of accuracy and score (87 

percent) when it came to monitoring and 

authenticating a user's Fitbit credential ([3]). Various 

ML models, including Random Forest, Support 

Vector Machine, and Deep Learning, were used to 

analyze data for the purpose of remote health 

monitoring for the elderly in [6]. In [7], the system 

automatically classifies the various phases of CKD 

according to their severity using ML after extracting 

variables from the UCI Chronic kidney data set that 

are responsible for chronic kidney disease.  

B. In regards to the System for Recommendations on 

Diet and Exercise By using the USDA Food 

Composition Database and the WEKA categorization 

methodology, the authors of [8] suggest a Mauritian 

diet for hypertension individuals.A web-based 

approach that uses the Health Calabria Food 

Database to provide dietary recommendations has the 

potential to enhance the health of those impacted by 

chronic diseases, according to [11].  

 

 

 

 

 

 

According to [12], a recommendation system was 

developed for both amateur and professional runners.  

The system uses social semantic web inputs to 

present users with food and training advice that are 

tailored to their needs. Section C: Algorithms A 

refined and easier variant of the ID3 method was 

presented in [4]. They find that the accuracy rises in 

tandem with the quantity of data recordings. 

Compared to the standard ID3 Algorithm, which 
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achieved an accuracy of 88.9% with 1232 records, 

their enhanced algorithm achieved an accuracy of 

92.6%. [5]Three distinct methods were employed: the 

naive Bayes algorithm, k-means, and the ID3 

decision tree algorithm. When compared to the other 

two algorithms, ID3's data categorization accuracy 

was found to be 6 to 7% higher. After obtaining class 

labels using the Kmeans clustering approach, the J48 

Decision Tree approach was used on the ARFF 

Dataset to construct a classifier model for the 

prediction of learner groups on the Test Data in [9]. 

There were 11,200 celebrity deaths recorded 

worldwide between 2006 and 2016, and the authors 

of [10] compiled this information from public and 

open access sources. In order to analyze the provided 

dataset, decision tree classifier models and lazy ones 

were used. With the generated dataset, the decision 

tree model attained an accuracy of 75.07%. Using the 

Soil Nutrient Data Collection, the authors of [13] 

developed a model to predict soil quality and 

integrated soil composition using the C4.5 decision 

tree method; the model achieved an accuracy of 

92.71%. The Health Monitoring system and the Diet 

& Exercise Recommendation system were both 

solved independently by the aforementioned articles. 

Based on the research, it seems that just one study, 

[10], generated its own data collection, while the 

others relied on pre-existing datasets. None of them 

were condition-specific, unlike diabetes, thyroid, and 

blood pressure all at once. For the reason that C4.5 is 

a model for making predictions and not suggestions 

[13]. Using C4.5 for dietary and exercise 

recommendation, our system fills in all the 

aforementioned research gaps to create a unified 

health monitoring system that also includes 

personalized separate data sets for patients with 

diabetes, hypertension, and thyroid issues. 

 

 

 

 

 

 

III. C4.5 DECISION TREE 

ALGORITHM 

A. Algorithm: 

TABLE II C4.5 DECISION TREE 

ALGORITHM 

 

This algorithm Machine learning makes use of 

TABLE II for classification, which is a tree structure 

with an internal node representing a feature or 

attribute's value and a leaf node representing a 

decision based on that feature or attribute. Data 

categorization in C4.5 is based on entropy. Following 

on from the ID3, we have the C4.5. [16] According to 

TABLE I, C4.5 is quicker and more accurate than 

ID3 because it uses the information gain ratio as its 

splitting criterion, while ID3 uses the information 

gain as its criterion. We may learn about the amount 

of information attached to an attribute value and the 

likelihood of its occurrence in relation to the output 

by looking at the Information Gain. The entropy, or 

likelihood of an occurrence, is computed once the 

qualities have been chosen. One way to quantify the 

degree of surprise, unpredictability, or uncertainty in 

a dataset is by calculating its entropy. Data with both 
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numerical and category values may be processed 

using this technique. Missing values may also be 

handled by it. Additionally, C4.5 does not use these 

missing variables when calculating gains. C4.5 

algorithm fixes the issues of ID3 method, such as 

overfitting, temporal delay, and difficult to handle 

continuous characteristics. [16] See Table I. 

 

IV. SYSTEM DESIGN 

 

Fig. 1. Sequence Diagram 

In Figure 1 you can see our model's system 

design/sequence. 1) The user or actor who will 

interact with this system is a patient or doctor.  

2) The user interface allows users to input personal 

information such as height, weight, age, gender, 

lifestyle, exercise level, as well as medical conditions 

(such as diabetes, hypertension, or thyroid) and 

recent reports pertaining to such conditions.  

Thirdly, the patient's medical history will include all 

of the information from POINT 2. Doctor's Database 

- This database stores the fixed parameter used to 

identify illness categories, such as whether a person 

is normal, has prediabetes, or diabetes, based on the 

reports of that particular condition. To be saved in the 

database, the following parameters will be used.  

a) The predetermined criteria for identifying illness 

categories, which are utilized for tracking purposes 

and are checked by medical professionals and 

reviewed on various websites. references [20, 21, 

22]: 

 

 

Fig. 2.   Diabetes Parameters used 

 

Fig. 3. Blood pressure Parameters used 

 

Fig. 4. Thyroid Parameters used 

FIGURE 2,3,4 are the disease parameters 

store in Doctor’s Database POINT 4. 
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Fig. 5. Threshold Parameters used 

b) In FIGURE 5, we can see the anticipated threshold 

values for comparing health monitoring 

improvements. 5) Recommendation System—Using 

a machine learning approach, this system will assist 

physicians in recommending exercise and food 

regimens for patients.  

A fitness trainer, a doctor, and numerous websites all 

contribute to the preparation of personalized exercise 

and diet data sets. the references [24] [25] (26, 27, 

28) [29] a) Exercise data-set [20]—Comprising 107 

exercises, it has 1261 records altogether and inquires 

about the user's age, activity level, and preference for 

gym or yoga. b) Diet data-set [20]—102 records 

altogether, including calorie intakes and portions for 

102 different foods, broken down by whether the user 

is a vegetarian or not. 

 

6) BMI (Body Mass Index) [18] and Calories 

Requirement Calculation [17] 

 

V. METHODOLOGY 

ADAPTED 

Here is the block schematic of the whole system, as 

seen in FIGURE 6. The user's profile is the primary 

factor in a customized healthcare recommendation 

system's dietary and activity recommendations. For 

various disorders, the dietary item changes. However, 

we aim for user-friendliness and adaptability in our 

diet and exercise recommendations. First, there is the 

health monitoring system, which keeps tabs on the 

patient's most recent data on their ailment (such as 

diabetes, hypertension, or thyroid) and records any 

improvements. a) First, the patient's demographic 

information (age, gender, height, weight, etc.), 

followed by his medical history (diabetes, 

hypertension, thyroid, etc.). b) Next, the patient's 

measured values for the condition as it appears in his 

most recent report. 

 

 

Fig. 6. System Block Diagram 

c) Utilizing the formula from the previous part, we 

can calculate his body mass index (BMI) and the 

number of calories he needs by entering his personal 

information at the back end. d) The User Health 

Record keeps all of the user's information that was 

indicated in POINT a. e) In order to classify their 

ailment, it is compared to predetermined parameters 

of that particular illness that are maintained in the 

Doctor's Database. f) The Diet & Exercise 

Recommendation Module has suggested a 

personalized exercise and diet plan to the user. g) The 

process continues by evaluating the reports for any 

improvements (i.e., how similar they are to the 
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normal parameters of the disease). If the reports show 

an improvement of 90%, the system suggests 

continuing with the same diet and exercise plan and 

the process ends. If the reports show an improvement 

of 65-89% (LESS) or below 65% (NO), the patient is 

advised to come back at a specific interval with 

updated reports about their disease. h) In order to 

proceed with the procedure from point (a), the 

following steps will be taken during the follow-up 

session: comparing the values in the reports with the 

fixed parameters of the disease that are stored in the 

doctor's database, but this time, we will also compare 

the reports from previous sessions with the current 

report. i) The patient's report of progress is 

considered complete when the number of follow-up 

sessions reaches 90%. 2) Recommendations for Diet 

and Exercise—Generating better eating plans and 

exercise regimens using a Machine Learning 

algorithm that takes into account the monitoring data 

mentioned in POINT 1 and other disease-related 

health metrics. a) First, have a look at the User 

Health Record and extract and map all the relevant 

information. Then, import the custom diet and 

exercise data set from the Diet and Exercise Database 

[20]. b) With a 30% training set and a 25% test set, 

the dataset is divided into two halves. c) To quickly 

determine the most relevant variables and the 

relationships between them, the C4.5 decision tree 

based classifier is used. We can improve our ability 

to anticipate target variables by developing new 

features and variables. d) Decision tree generation—

choosing the best characteristics from all of them 

using characteristics Selection Measures (ASM) such 

information gain ratio and splitting the dataset into 

smaller subsets—occurs during training. e) Each 

child node in the decision tree will carry on the 

operation of generating the tree. f) Diet and exercise 

regimen suggestions are provided as a result of this 

approach. g) For Model Evaluation, we merge the 

training and testing results. h) After that, the 

procedure is ended after checking the model's 

correctness using many Performance Evaluation 

Measures such as the Confusion Matrix, Precision, 

and Recall. We evaluate C4.5 and ID3 based on our 

model's accuracy to see which one works better. 

 

VI. RESULTS 

 

Fig. 7. Screenshot of User Record suffering 

from hyperthyroidism after putting all the 

details 

 

Fig. 8. Screenshot of Diet and exercise 

recommended to the patient whose details are 

mentioned in FIGURE 7 

 

Fig. 9. Screenshot of Diet and exercise 

recommended to the patient whose details are 

mentioned in FIGURE 7 

The user record entered for the female patient with 

thyroid disease is shown in Figure 7. Her body mass 

index (BMI) and caloric consumption have been 

computed in the background using her age, weight, 

height, and activity level. Her TSH level was 0.2, 

which puts her condition into the hyperthyroidism 

category shown in Figure 4. Since this number is 
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considered abnormal, a "Assess again" button will 

display, indicating that the patient needs to return for 

a follow-up appointment to get further treatment. 

Their diet and exercise routine will be adjusted based 

on her updated reports in the follow-up. The 

hyperthyroidism treatment regimen shown in Figure 

7 is shown in Figures 8, 9. 

 

 

Fig. 10. Screenshot of followup session of the 

user suffering from hyperthy- roidism 

mentioned in FIGURE 7  

 

Fig. 11. Screenshot of Diet and exercise 

recommended to the patient whose details are 

mentioned in FIGURE 10    

 

Fig. 12. Screenshot of Diet and exercise 

recommended to the patient whose details are 

mentioned in FIGURE 10 

 

Figure 10 displays the patient's value during the 

follow-up session seen in Figure 7. As seen in Figure 

4, the patient's fresh TSH result showed normal levels 

of 0.42. The 'Assess again' button vanishes when the 

category is determined to be normal; this means that 

the patient does not need a follow-up session and is 

considered normal.In the follow-up session stated in 

Figure 10, the user's modified food and activity plan 

is shown in FIGURE 11, 12. 

VII. PERFORMANCE 

ANALYSIS 

We compared our model using the different types of 

diseases. against determine how effective the C4.5 

method is, we also compared our model, which used 

C4.5, against ID3. The Diet Data-set [20] has 102 

data points about illnesses, while the Exercise Data-

set [20] has 1261 data points about diseases, as 

shown in FIGURES 13, 14. From the graphs in 

Figures 13 and 14, it is evident that C4.5 outperforms 

ID3 in terms of accuracy, and this holds true for both 

of the customized datasets we used. 
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Fig. 13. Comparison of Accuracy for ID3 and 

C4.5 Decision tree Algorithm with Diet Data-

set with 102 size    

 

Fig. 14. Comparison of Accuracy for ID3 and 

C4.5 Decision tree Algorithm with Diet Data-

set with 1261 size 

VIII. CONCLUSION 

This presentation covers ground in the area of health 

care machine learning. We built a system that may 

assist physicians in making dietary and exercise 

recommendations to their patients. Using the C4.5 

decision tree algorithm, a machine learning 

technique, it deals specifically with health monitoring 

of diseases like diabetes, hypertension, and thyroid 

based on the patient's most recent report, looking for 

improvements in each follow-up session and 

recommending an appropriate and updated exercise 

and dietary plan based on the reports and other 

credentials like height, weight, age, and activity level. 

Between the two datasets we tested, it is easy to see 

that C4.5 outperforms the ID3 method. Although 

C4.5 is a prediction model, we find that it may be 

utilized for recommendations with further 

enhancements. 

 

IX. FUTURE WORK 

Future work will include an exercise and diet 

tracking system that, in the event that the user's 

preferences change, will offer alternative options 

based on their health concerns. Additionally, we will 

create an alert system that will remind the user before 

each follow-up session and notify them in the event 

of extreme reports. 
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